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ABSTRACT

Recent advances in artificial intelligence have opened the door to
new applications in the teaching of writing. This article addresses
a current research gap by combining automated Al-based feed-
back, provided by Microsoft Copilot, with teacher feedback and
student self-correction. The present study investigates the effec-
tiveness of Al-assisted feedback on EFL students” writing skills.
Data were collected from 41 university students. The feedback
from Copilot and the subsequent revisions made by students were
analysed using MAXQDA according to categories such as genre
conventions, accuracy, lexical scaffolding, and content. Results
suggest that considerable improvements in writing skills, espe-
cially in the areas of lexical scaffolding and line of argumentation,
can be achieved through Al-assisted feedback

1. Introduction
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Academic writing skills play a crucial role in the development of language proficiency.
Enhancing these skills requires learners to develop proficiency in writing organization,
coherence, grammar, and vocabulary (Campbell, 2019). Learners who can effectively
communicate their ideas gain an advantage across professional domains (Yoon, 2011).
The complex and demanding cognitive process of writing necessitates multiple cycles
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of revision for students to produce cohesive and coherent texts that meet the standards
of a given genre (MacArthur & Graham, 2016). We assume that this revision process can
be most effectively supported by providing learners with real-time feedback on their
drafts.

However, providing students with feedback is often time-consuming, particularly in
large classes or when dealing with multiple drafts (John & Woll, 2020). Consequently,
teachers” workload increases (Kerman et al., 2022), though the incorporation of Al feed-
back tools such as Copilot could help mitigate this effect. In line with Bruning and Horn
(2000), we argue that despite the support offered by Al tools, teachers must remain in
the feedback loop and provide additional input to sustain student motivation. By com-
bining teacher feedback, Al-generated feedback, and self-feedback, we aim to enhance
students’ motivation during the revision process.

The use of artificial intelligence for writing instruction holds many possibilities and
is revolutionizing the way in which feedback can be provided (Harunasari, 2023; Imran
& Almusharraf, 2023; Shen & Chen, 2025). Since Al chatbots like Copilot can provide
real-time feedback and guidance on vocabulary, grammar, and syntax, they can support
students” writing development in a way that is tailored to their individual needs and
abilities. We chose to test Copilot (a GPT 4.0-based Al chatbot) as a feedback tool because
itis very efficient in terms of its well-structured presentation of feedback and is superior
to Al tools such as Grammarly and ProWritingAid in terms of checking grammar mis-
takes (Schmidt-Fajlik, 2023). In addition, Al chatbots can provide feedback not only on
grammar and vocabulary, but also on coherence and students’ overall language level
(Escalante et al., 2023). The feedback from Al chatbots can also highlight strong and
weak points in students’” performance, which allows them to better focus on areas that
still need improvement (Beccaluva et al., 2023). Furthermore, the nature of Al-generated
feedback makes it possible for students to ask for clarification and explanations (Al-
saweed & Aljebreen, 2024).

We opted for the use of corrective iterative feedback to provide continuous support
for learners. Our aim was to close the gap between their current performance and the
target performance as discussed by Hattie and Timperley (2007). However, it is ques-
tionable whether Hattie and Timperley’s (2007: 88-90) important feedback questions,
“Where am I going?” (Feed Up), “How am I going?” (Feed Back), and “Where to next?”
(Feed Forward) can be answered by using Al This provides another valid argument for
teachers having to stay involved in the feedback process to guarantee the long-term de-
velopment of writing skills. Although the chatbot at times includes evaluative and tuto-
rial components, suggests alternative options, and poses engaging questions, the empa-
thetic component that teachers who know about their learners” individual needs and
personal learning trajectories can add is not comparable to Al-generated feedback and
thus remains indispensable.

We hypothesize that the guidance on vocabulary, grammar, and line of argumenta-
tion provided by Al helps improve EFL students” writing skills over time. However, as
with all didactic approaches, careful design and implementation are prerequisites for
ensuring effectiveness. When used as complementary feedback tools, chatbots based on
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LLMs such as ChatGPT and Copilot are valuable, as they have the potential to deliver
feedback derived from (ideally frequently updated) big data into the classroom (Beck &
Levine, 2023). By providing feedback in the form of human-like texts, chatbots can create
a highly interactive writing experience for EFL learners. Combining teacher feedback,
self-feedback, and Al-generated feedback enables the development of more engaging
exercises, such as prompt writing, as well as creative and collaborative writing activities.
Regular, individualized feedback can be provided in real time, thereby effectively sup-
porting students” writing development.

Al chatbots also have the potential to create learning environments that mirror col-
laborative interaction and provide feedback and scaffolding. This important interplay
between feedback, learner engagement, and collaborative learning contributes to the ef-
fectiveness of Al-supported writing instruction (Barrot, 2023; Huang & Tan, 2023). This
form of instruction also facilitates assessment for teachers and, as a result, enhances
teachers’ self-efficacy and ultimately learners” writing skills (Mizumoto & Eguchi, 2023;
Mizumoto et al., 2024; Shen & Teng, 2024). It can be assumed that teachers employing
innovative teaching strategies create positive and supportive learning environments for
their students and thus ultimately foster motivation and engagement with the writing
process (Ryan & Deci, 2000; Wei, 2023). Again, it must be stressed that teachers need to
stay in the loop since Al-assisted feedback has limitations in terms of commenting on
certain aspects of the writing process, such as creativity, grammar, and genre conven-
tions.

As far as the uptake of feedback provided by a chatbot is concerned, teachers need
to make sure that students develop appropriate Al literacy skills to effectively navigate
and integrate Al feedback into their writing tasks (Zhao et al., 2024). This requires them
to be aware of the strengths, weaknesses, and potential biases of Al chatbots to corrob-
orate the accuracy of Al responses throughout the writing and revision process. In ad-
dition, EFL learners need to be able to incorporate Al-generated text in their own writing
in an ethically justifiable way (Warschauer et al., 2023).

Since Al chatbots sometimes produce so-called hallucinations, we argue that we
should also endeavour to raise students” awareness of the shortcomings of Al-generated
feedback to arrive at an integrated understanding of its potential as a language learning
tool. We hypothesize that the learning process might be more effective if students be-
came aware that the acquisition of writing skills can only happen when they critically
engage with their drafts and the feedback provided by Al assistants, and engage in fol-
low-up activities in cooperation with their teachers.

Virtually all stages of the writing process (i.e., pre-writing, during-writing, and post-
writing) can be supported by Al chatbots (Su et al., 2023). In line with Steinhoff (2023),
we argue that it is essential in this process that Al takes on the role of a writing tutor or
a peer in collaborative writing rather than that of a ghostwriter. Keeping this in mind,
tasks such as outline preparation, content revision, proofreading, and post-writing re-
flection can be facilitated in Al-assisted writing classes, the text type used in the present
study. All these skills are particularly relevant in drafting opinion essays. So far, many
studies have investigated the efficiency of feedback by comparing different feedback
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types or feedback conditions to no-feedback groups (e.g., Aslam et al., 2025). However,
research into traditional feedback forms combined with Al-assisted feedback remains
scarce. It is this gap in research that we attempt to address in this article.

2. Methodology

The objective of this research is to assess the effectiveness of chatbots such as Copilot
(based on GPT 4.0) as a technology that provides iterative feedback for students working
on a writing task in an undergraduate EFL classroom. We collected data in the form of
first drafts and revised versions of students” essays, as well as transcripts of students’
chats with Copilot. A comparison of the first and the revised version allowed for the
tracking and assessment of changes made based on Al feedback. We assessed the effec-
tiveness of Al-generated feedback by investigating the uptake of Al suggestions and
how this uptake affected the quality of student texts.

This study was conducted at the Department of English Studies at the University of
Graz in the language course “Language Productive and Receptive Skills” designed for
second-year undergraduate students of English at C1 level (according to the CEFR). 41
students of three parallel course groups (taught by two of the authors) consented to the
processing of their assignments for this study.

The data analysed in this study stem from opinion essays, which is the genre students
are taught in this class. This text type is chosen to foster critical thinking and argumen-
tation skills using formal English. The specific type of essay taught in this course com-
prises five paragraphs: firstly, an introductory paragraph which functions as a general
preamble, then zooms into the topic and culminates in a clear and concise thesis state-
ment. This, in turn, serves as both the semantic anchor of the text as well as the point of
departure for the subsequent three body paragraphs. These follow a deductive structure,
which begins with a topic sentence containing one of three carefully chosen arguments
in support of the thesis statement based on one of two propositions that students could
choose from. The argument stated in each topic sentence is then supported, explained,
and exemplified in primary and secondary support sentences in the body paragraphs.
The essay is rounded off by a concluding paragraph, which succinctly reiterates the the-
sis statements and provides a brief recapitulation of the three supporting arguments.

At this point, we deem it important to point out that genre and text type conventions
likely pose a challenge for the use of Al in the role of a ghostwriter or an officially al-
lowed feedback assistant. The reason for this is that definitions and conceptions of gen-
res such as essays, or even specific formats like five-paragraph essays, vary significantly
across world regions, educational systems, and Anglophone cultures. For instance, cer-
tain definitions may value a line of argumentation exclusively in favour of the thesis
statement. By contrast, others might demand the inclusion of counterarguments since
counterevidence and granting a stage to opposing views is considered to bolster one’s
own credibility in academia.
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However, it is unclear which definition a chatbot bases its feedback on. If, for exam-
ple, the Al were to suggest the incorporation of counterarguments, it would thereby
satisfy the definition it learned on the basis of large data samples - but it would infringe
upon the criteria outlined in our course. This goes to show that definitions, standards,
and conventions that Al chatbots rely on as points of reference are usually unknown to
the user and might not align with the ones underlying a specific pedagogic or academic
task - and may thus lead to less than satisfactory feedback.

Tailoring Al-generated feedback specifically to a given task would therefore require
minute and comprehensive prompting. Otherwise, students using an Al to ghostwrite
might risk exposure, while students using an Al as an academically sanctioned tutor or
peer might receive unhelpful or misleading feedback. Prompting would therefore have
to go well beyond merely copying the task description into the chat. It would likely have
to include a clear definition of the text type required, which, as mentioned above, might
diverge from definitions the Al operates with. When considering this, we suspected that
the Al could potentially fall short of giving meaningful feedback without these specific
requirements, so to speak, “in mind.” Therefore, we took care to repeatedly communi-
cate the rather specific criteria for five-paragraph essays to students prior to the assign-
ment. This allowed us to assess both the suitability of Al-generated feedback for the task
specified in the assignment, as well as students” awareness of text-type requirements.

2.1. Procedure

To obtain data on feedback provided by Copilot and subsequent changes to the essays,
students were asked to submit four different types of language data on two separate
occasions. As can be seen in Figure 1, students were first instructed to submit an outline
of their essay to their teachers, which consisted of an introductory paragraph, topic sen-
tences for each of the three supporting paragraphs, as well as a few keywords for their
arguments, and a concluding paragraph. This Al-independent phase was included to
ensure that students relied on their own critical thinking skills to create their lines of
argumentation.

In a second step, students were then asked to draw on feedback from their course
teachers to write the first full drafts of their essays. As a third step, students were in-
structed to upload their first drafts to the chat with Copilot and request feedback from
the chatbot. Upon receiving Al-generated feedback, students were encouraged to revise
their essays in the fourth and final step. They were then asked to submit their first drafts
as well as their chat transcripts in addition to the final versions of their essays. These
final versions were then corrected by their course teachers. After the elimination of five
assignments in which students used ChatGPT 3.5 instead of Copilot as specified in the
task description, 41 datasets were included in the corpus of this study.
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Figure 1: Task structure and stages of iterative feedback

2.2. Methods

Datasets obtained from students were coded using MaxQDA and analysed using Braun
and Clarke’s (2006) model for thematic analysis. All three authors were involved in the
definition of categories for coding the language data in student texts and chat tran-
scripts. Individual datasets were subsequently manually coded by one of the authors
and, in a second coding wave, reviewed by another. In a third and final coding wave,
discrepancies in coding were discussed among all three authors of this study and re-
solved by further specification of existing codes and subcodes or, if needed, the addition
of new codes.

We organized codes into three general categories: student prompts, Al-generated
feedback, and codes that function as descriptors for both Al-generated feedback, as well
as changes in student texts. The first category contains all student contributions to chats,
which were not further divided into subcategories. The second main category, Al-gen-
erated feedback, contains the codes “praise & motivation,” “feedback on the process of
writing,” “summary & meta-structure,” “phatic & organization of chat,” and “Al-gen-
erated text,” further divided into the subcodes of “sentences and phrases” and “full text
or paragraph” (see Appendix).

i

The third and most comprehensive general category encompasses descriptors of
feedback and changes. These descriptors were used to code both Al-generated feedback
geared towards specific aspects of the essays or types of mistakes, as well as changes
that students made to their texts in the revision process. Descriptor codes were further
divided into four overarching categories: firstly, “lexical scaffolding” contains the sub-
codes of “register,” “word choice,” and “cohesion.” Secondly, “accuracy” is comprised
of “grammar,” “syntax,” “spelling,” and “punctuation.” Thirdly, “content” encom-
passes the subcodes of “coherence,” “topicality,” and “line of argumentation.” The
fourth and final descriptor category was labelled “genre conventions.” Occasionally, one
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stretch of text was assigned two codes if applicable, for example, when the Al assistant
suggested the provision of counterarguments. While this clearly falls into the area of line
of argumentation, it also infringes upon the text requirements specified in the task de-
scription and was therefore additionally coded as genre conventions.

During the process of coding, some of the codes and subcodes defined above
emerged as particularly prevalent in both Al-generated feedback and changes in student
revisions. Based on these patterns, we decided to add a second, separate type of coding
in order to gather evaluative data in a structured way: to evaluate students’ changes to
their first drafts based on Al-generated feedback, the first full drafts and final versions
of each essay were compared using the Track Changes function in MS Word. Adjust-
ments were assessed based on the grading scale used in the course and outlined in the
course handout (which was introduced and explained to students before the assignment
of the essay writing task). Adjustments to texts were categorized as (a) “line of argumen-
tation,” (b) “word choice,” (c) “cohesion and coherence,” (d) “accuracy,” and (e) “regis-
ter” (see Figure 4 below). These categories were chosen because they represent the most
frequent and significant types of changes made by students based on Al-generated feed-
back. The respective changes were assessed as either “neutral,” “positive,” “negative,”
or “no changes.” This additional type of evaluative coding allowed us to assess the ef-
fectiveness and potential of Al as a feedback assistant for individual aspects of writing
in a more differentiated way.

The main objective of this study is to assess the effectiveness of feedback provided
by Copilot for improving students’” writing skills. In order to do this, our data analysis
is mainly guided by the following three research questions:

RQ1. Which aspects of students’ texts does Copilot focus on in its feedback?
RQ2. Which aspects of the Al feedback were taken up by students?
RQ3. Which aspects of their writing did students improve based on Al feedback?

3. Results

To answer the three research questions, this section presents the results of the three anal-
yses we conducted: first, the interactions between students and Copilot; next, the revi-
sions students made after receiving feedback from the chatbot; and last, an evaluation
of students’ revisions according to the categories described above.

3.1. Student-Al conversations: Which aspects of students’ texts does Copilot fo-
cus on in its feedback?

An analysis of the conversations between students and Copilot revealed that the code
summary and meta-structure was the most prevalent one with 38.6% (432 instances out
of 1119). This can be seen in Figure 2. The reason why this code occurred with such high
frequency is that Copilot tends to structure its feedback into categories and subcatego-
ries such as “Introduction” and “Conclusion,” “Counterarguments,” “Supporting

”oou
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Evidence,” “Language and Style,” “Transitions and Coherence,” as well as “Text Type
and Conventions.” The prevalence of this code is therefore a result of Copilot’s way of
structuring its feedback.

Feedback on

process of writing Phatic &
3.5% organization of chat
3.2%

Genre conventions

5.1%
Lexical scaffolding
6.1%
Accuracy Summary &
6.3% meta-structure
38.6%

Al-generated text
7.1%

4

Praise & motivation
9.4%

Content
20.6%

Figure 2: Codes used for conversations between students and Copilot

Interestingly, while showing some similarities, the headings used by Copilot to struc-
ture its feedback into sections were different in the individual conversations between
students and the chatbot. For example, the category might be called “Evidence and Ex-
amples” in the interaction with one student but “Reasons and Evidence” in a chat with
another. It is difficult to judge whether these variations are random or whether they
might be due to differences in the way students reasoned in their texts and how they
built their arguments. Similarly, a category referring to vocabulary choice and grammar
mistakes was called “Grammar and Style” in one interaction and “ Accuracy” in another.

Some students” feedback was organized into entirely different categories that were
based on the main arguments that students put forward in their essays, such as “En-
gagement and Active Learning,” “Professor-Student Interaction,” and “Balancing Au-
tonomy and Necessity.” This mainly happened when students uploaded their essays in
two parts rather than one, and might showcase Copilot’s adaptability in structuring its
feedback and tailoring it to the data it is provided with. This arguably represents an
added value of Al as a feedback assistant in that it provides a perspective that is uncom-
promised by pre-defined marking criteria and feedback categories defined by teachers.
This is in line with Baker (2016) as well as Maity and Deroy (2024), who argued that Al
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feedback can adapt to individual learners” needs and learning styles, thereby adding
value to the learning experience. In this way, it complements teacher feedback in an
unprecedented way.

A clear focal point of the feedback and advice provided by Copilot is the category of
content with 20.6% (231 instances), specifically the subcode line of argumentation with
210 occurrences. This suggests that Copilot primarily focuses on the logical structure
and persuasive elements of students” essays. For example, it frequently draws students’
attention to the fact that more precise examples, counterexamples, or evidence could
strengthen their arguments. We found that Copilot is even capable of recognizing logical
inconsistencies. For instance, it can point out that a student should write “homework at
university should therefore not be mandatory” rather than “homework at university
should therefore be mandatory.”

As can be seen in Figure 2, another common code was praise & motivation with 9.4%
(105 instances) since Copilot prefers to end its feedback on a positive note (e.g., “Overall,
your essay is well thought out and presents a compelling case for voluntary homework.

Keep up the good work! 4”). This example illustrates that Copilot occasionally uses
emojis, primarily thumbs-up and smiley-face emojis.

The next most frequent code was Al-generated text with 7.1%, subdivided into 65
instances where Copilot suggested individual sentences and phrases compared to only
15 instances where it provided longer stretches of text (full text or paragraph) to substi-
tute passages in student essays. In other words, Copilot tended to give more general
feedback in the form of bullet points; if it suggested specific ways in which students’
texts could be improved, it primarily did so in the form of short phrases. This was also
the case when students provided relatively vague prompts and simply asked for “feed-
back,” “critical feedback,” or “suggestions for improvement.”

This represents a notable shift from GPT 3.5 to GPT 4.0. According to pilot studies
we conducted, chatbots based on older LLMs, such as ChatGPT 3.5, seem to be more
prone to rewriting students’ texts for them when students” prompts are not specific
about the form of feedback they prefer. This tendency was not observable in our current
study with Copilot, which is based on GPT 4.0. As a result, there were fewer instances
of the code full text or paragraph than we initially expected.

Other prominent categories included accuracy with 6.3% (71 instances), with a focus
on grammar and syntax (29 and 25 instances, respectively), lexical scaffolding with 6.1%
(68 instances), with a particular emphasis on the subcode word choice (40 instances),
and genre conventions with 5.1% (57 instances).

While chatbots based on GPT 4.0 excel at finding more obvious, surface-level mis-
takes, they are not yet reliably able to detect and elaborate on more complex grammatical
and syntactical mistakes, as this would require an in-depth understanding of a sen-
tence’s meaning and deep structure that Al tools are not yet capable of. We suspect that
this is why, in our data, the accuracy code occurred with relatively low frequency. This
was not necessarily the case because students made few grammatical (e.g., tense,
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preposition) and syntactical (e.g., word order) mistakes; Copilot simply did not point
them out consistently.

3.2. Student revisions and uptake: Which aspects of the Al feedback were taken
up by students?

After receiving feedback from Copilot, the 41 students made 413 revisions in total. As
can be seen in Figure 3, the majority of these revisions can be categorized as lexical scaf-
folding (209 instances; 50.6%). Of these, the subcode word choice was predominant (152
instances). This suggests that students respond strongly to feedback on vocabulary and
correct word choice in their essays.

Genre
conventions
2.9%

Accuracy
12.1%

Lexical
scaffolding
50.6%
Content
34.4%

Figure 3: Students’ revisions after receiving Al feedback

Considering that only 40 instances of word choice were coded in the student-Al con-
versations (see Table 1), it is noteworthy that students made 152 revisions to their choice
of vocabulary, which is an uptake of 380%. The reason for this is that Copilot frequently
provided three or more suggestions under a heading such as “Language and Style,”
which we did not code as separate instances. Each coded segment resulted in 3.8 revi-
sions on average, which indicates that students adopted most of Copilot’s suggestions.
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Table 1. Revisions and uptake in relation to codes in student-Al conversations

Student-Al

Codes conversations Revisions Uptake
n n %
Lexical scaffolding 68 209 307
Word choice 40 152 380
Cohesion 17 41 241
Register 11 16 145
Accuracy 71 50 70
Spelling 4 5 125
Punctuation 7 8 114
Grammar 29 22 76
Syntax 25 15 60
Unspecified 6 0 0
Content 231 142 61
Unspecified 3 6 200
Topicality 2 2 100
Coherence 16 11 69
Line of argumentation 210 123 59
Genre conventions 57 12 21
Total 427 413

Moreover, the number of content revisions was notable, accounting for 34.4% of total
revisions (142 instances), with the line of argumentation again being the focus of atten-
tion. Students made 123 revisions to their lines of argumentation altogether, which re-
flects students” high willingness to strengthen their arguments by including more spe-
cific examples and precise reasoning. A close examination of Al commentary on argu-
mentation confirms its ability to critically assess students” arguments in most cases. The
high number of revisions also highlights a certain lack of argumentative prowess on the
part of the students.

Another interesting observation is that the uptake of accuracy-related feedback was
very high, with 70%: the 71 accuracy instances in the Al feedback resulted in 50 revisions
(12.1% of total revisions), which were comprised of 22 grammatical and 15 syntactical
changes, with the rest divided between punctuation and spelling. Even though the num-
ber of revisions students made in this area is low compared to lexical scaffolding and
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content, the high uptake suggests that students were quite receptive to making changes
to the grammar, syntax, punctuation, and spelling in their essays.

In contrast, the uptake of feedback coded as relating to genre conventions was rela-
tively low, with 21%. The 41 students only made 12 changes related to this code in total,
despite 57 instances of genre conventions being coded in student-Al conversations. This
is possibly because students recognized that many of Copilot’s suggestions were not
necessarily suitable for the type of opinion essay that students were instructed to write
in this class. For example, the Al tool frequently urged students to include counterargu-
ments in their body paragraphs and a call to action in their conclusions, which was not
necessary in the case of this genre.

3.3. Assessment of student revisions: Which aspects of their writing did stu-
dents improve based on Al feedback?

To answer the third research question, we evaluated the revisions that the 41 students
made to their first drafts. As described in the “Methodology” section above, we focused
on five categories and classified the collective revisions made by each student in each
category as positive, negative, neutral, or no changes. Figure 4 shows that revisions
across all five categories were predominantly positive, with negative changes being min-
imal. This indicates that Al feedback typically steers students in a constructive direction.

35
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argumentation coherence
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Figure 4: Overall assessment of revisions per category

Revisions were particularly successful in the categories of line of argumentation and
word choice. There were 29 and 30 positive changes, respectively, and only 2 negative
changes in total, both relating to the line of argumentation. This demonstrates that Al
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feedback is especially effective in guiding students towards clearer argument construc-
tion and more appropriate vocabulary choices.

Of the remaining three categories, register was the one where the fewest changes
were made. 24 of the 41 students opted not to make any changes at all. This is unsur-
prising as Copilot rarely provided feedback related to register (11 instances in total),
perhaps because students were mostly competent in using formal language.

Similarly, in the cohesion & coherence category, there were 19 students who did not
make any revisions. This suggests that students were either satisfied with the linking in
their drafts, disagreed with Copilot’s assessment, or found it challenging to implement
Al suggestions related to the cohesion and coherence of their essays. The latter could be
explained by the predominance of relatively vague instructions in this category, such as
“Ensure smooth transitions between your paragraphs to improve the flow of your essay.
This can be achieved by using transitional phrases or by ensuring the last sentence of
one paragraph links to the first sentence of the next” (Microsoft, 2024).

In the accuracy category, the number of students who made positive revisions was
similar to that of students who made no changes (16 positive, 17 no changes). While the
uptake of accuracy feedback was high, as discussed above, it has to be noted again that
Copilot does not always find and point out all grammar and syntax mistakes consist-
ently. The number of negative changes was very low (2 students). This was also the case
in the cohesion & coherence and register categories (4 and 3 negative changes, respec-
tively). This underlines that Al feedback facilitated constructive revisions rather than
leading to a decrease in the quality of students’ essays.

The number of changes categorized as neutral was similar across all categories (be-
tween 3 and 6). This was because students occasionally improved certain areas of their
writing only to include new mistakes and inaccuracies elsewhere in their essays. For
example, they might include a specific example in one of their paragraphs to support an
argument as suggested by Copilot, only to make a grammatical mistake when doing so.
As a result, even if the student in question improved their line of argumentation and
perhaps even corrected a grammar mistake pointed out by Copilot, the new grammar
mistake they included would result in the “neutral” label being applied to their accuracy
revisions.

4. Discussion of results

The results of the present study indicate that Al feedback can complement human feed-
back in several ways. It offers valuable insights into the way Al chatbots provide feed-
back on drafts of writing assignments and how students respond to this feedback. These
insights, in turn, allow for conclusions regarding the targeted implementation of Al
chatbots into the iterative feedback process. Specifically, they enable us to differentiate
between features of writing that seem to be predestined for Al feedback on the one hand,
such as certain aspects of argumentation, and on the other hand, areas which are better
catered to by human instructors, such as more complex grammar and syntax and a deep
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understanding of the language. Thus, the results of this study contribute to the current
body of knowledge about the potential of Al in language teaching and help chart differ-
ences and overlaps between human teachers and Al chatbots in the role of feedback
assistants.

4.1. Student-Al chats and Al-generated feedback

(RQ1) The findings from the first analytical stage, which focused on the student-Al con-
versations, point toward two types of codes which were particularly prevalent in Al
feedback and together account for 59.2% of the total number of codes: the codes sum-
mary & meta-structure, as well as content. The fact that 38.6% stem from the former
category suggests that Al chatbots provide their feedback in a structured way using
framing devices, (sub-)headings, bullet points, introductory phrases, and connectors be-
tween items.

Notably, content, and within this theme, the subcategory line of argumentation in
particular, stand out as the feedback categories that Al comments on most frequently. In
many cases, feedback on content and argumentation is also more elaborate when com-
pared to other categories, such as accuracy. This ability of Al chatbots to not only assess
student arguments but also provide meaningful feedback for improvement has the po-
tential to significantly reduce the workload of teachers.

To summarize, the capacity for generating long stretches of explanatory and organi-
sational language is a key strength of Al feedback assistants that can productively com-
plement human teachers. Firstly, this capacity helps structure feedback and meaning-
fully frame individual feedback items. Secondly, and arguably more importantly, it pro-
vides more elaborate explanations and clarification for reasoning as well as examples
when critically assessing student arguments than human instructors typically do.

4.2. Student revisions and uptake of feedback

(RQ2 and RQ3) The results from the second and third stages of the analysis, in which
we coded and assessed the revisions that students made to their opinion essays, suggest
that students are quite open to making revisions in the areas of lexical scaffolding (50.6 %
of total revisions) and content (34.4%). In the former category, the changes were primar-
ily made to stretches of text coded as word choice (36.8%). The majority of these revi-
sions were positive: 30 of 41 students used word-choice-related Al feedback to improve
their use of vocabulary, and not a single student made vocabulary revisions that were
detrimental to the quality of their essay. This indicates that Al feedback on word choice
has considerable potential for writing instruction, as the feedback seems to be appropri-
ate, well accepted, and rarely appears to mislead students into making erroneous
changes.

A second common subcode of the lexical scaffolding code was cohesion, which ac-
counted for 9.9% of total student revisions. We coded revisions as cohesion if they were
related to students’ use of linking devices, such as transitional words and phrases,
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pronouns, and other structures used to ensure the cohesiveness of a text. When we as-
sessed whether students’ revisions were positive or negative, we took both cohesion and
coherence into account. We found that only 13 students made positive changes to their
essays in this category, whereas 19 students did not make any changes at all. This means
that there was a positive effect of cohesion and coherence-related Al feedback on student
texts in only 34.1% of cases, which is in line with Alsaweed and Aljebreen’s (2024) find-
ings, who reported that incorrect or missing connectors were correctly coded by
ChatGPT 3.5 in only 38% of cases. These results are in slight contrast to Allen and Mizu-
moto’s (2024) findings, which suggested that using Al feedback for proofreading and
editing considerably enhances the cohesion and clarity of students’ texts. While we ob-
served a similar positive effect on the clarity of students” essays (see the discussion of
the content category below), our findings with respect to cohesion and coherence were
less positive. This could be due to both the relatively vague feedback provided by Copi-
lot, as well as a strong focus on cohesion and coherence in the ELT programme at the
University of Graz.

In the content category, students mainly revised their lines of argumentation. The
high number of revisions in this category, which were primarily positive, showcases the
importance of iterative feedback cycles. First, students improved the clarity and strength
of their arguments as a result of teacher feedback on their essay outlines. In addition to
their uptake of teacher feedback, the majority of students were able to further improve
their lines of argumentation after receiving more extensive feedback from Copilot on
their first drafts, for example, by including specific examples as suggested by the AL
This is in line with Allen and Mizumoto’s (2024) findings in that it underlines generative
Al’s considerable potential to improve the clarity of students’ texts and arguments.

Our data from the accuracy category also raise some interesting points of discussion.
While the feedback provided by Copilot focused more on the line of argumentation, for
example, than on accuracy, students” uptake was higher in the latter category. The total
number of 50 accuracy-related revisions that students made was considerably lower
than the 123 revisions related to line of argumentation. Looking at students” uptake of
Al-feedback presents a different picture, however, because the 50 revisions that students
made to their grammar, syntax, spelling, and punctuation were a result of only 71 sug-
gestions offered by Copilot regarding students” accuracy. This represents a higher up-
take of accuracy-related feedback than that of line of argumentation-related feedback.

It therefore seems that students are even more receptive to making changes to their
grammar, syntax, punctuation, and spelling. We can speculate that this is because they
found it easier to implement these accuracy-related changes rather than make changes
to the content of their essays. It is also possible that students regarded Copilot’s feedback
as more credible with regard to accuracy, which would make sense considering that
some of the argument-related feedback was not necessarily relevant to the specific type
of opinion essay students were supposed to write. Suggestions that students knew they
could safely ignore, for example, were related to the inclusion of counterarguments in
their body paragraphs or a call to action in their conclusion. Follow-up interviews would
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likely have provided further insight into why students chose to take up certain sugges-
tions over others, offering an intriguing avenue for further research.

The second noteworthy finding that emerges from our accuracy data is that, despite
the high uptake, fewer than half of the students managed to improve the grammar, syn-
tax, punctuation, and spelling of their texts. One reason for this is that generative Al
sometimes misses more complex grammar and syntax mistakes in students’ texts. In line
with Al-Garaady and Mahyoob (2023), we found that Al chatbots are relatively success-
ful at discovering surface-level mistakes such as prepositions, spelling, and punctuation
mistakes. They can also typically detect problems with subject-verb agreement (e.g., a
missing third-person -s) or an obvious word order problem. However, more complex
mistakes whose detection would require an integrated understanding of semantics and
grammar, such as tense mistakes, are often not pointed out.

Interestingly, this inability to detect more complex mistakes also appears to cause Al
chatbots to misidentify grammar or syntax errors as punctuation errors. For instance, if
a student’s sentence contained a grammatical or syntactical mistake, Copilot sometimes
suggested adding an additional comma or deleting one that was already there, even if
this did not resolve the problem. We speculate that, in these cases, the Al was able to
identify that something was wrong with the sentence in question, but that Al technology
is not yet advanced enough to always allow it to pinpoint the actual mistakes and rectify
them. Therefore, like Mizumoto et al. (2024) and Teng (2024), we argue that Al chatbots
have the potential to be a useful first resource for obtaining feedback related to linguistic
accuracy in L2 contexts. However, feedback from human instructors is still crucial for
addressing more complex grammatical and syntactical mistakes, which, again, under-
lines the importance of iterative feedback cycles.

Lastly, Al feedback was coded as genre conventions if it was only relevant for a spe-
cific type of text or essay, for instance, discussing contrasting viewpoints, including a
call to action, or ending the essay with a suggestion for further research. As discussed
above, students knew to ignore many of these suggestions, which resulted in compara-
tively low uptake. While this might imply that generative Al is not currently capable of
guiding students in making genre-specific adjustments, it is more likely that the problem
lies with students’ lack of ability to prompt Al chatbots successfully. They apparently
need specific instruction on writing more appropriate and precise prompts in order to
receive Al feedback that is useful to the specific text genre they are working on. Other-
wise, the AI will simply provide feedback with a generic text type in mind.

5. Conclusion

The present study examined the role and effectiveness of Al feedback assistants in L2
instruction in tertiary education. In our analysis, we focused on aspects of writing that
were addressed by the Al as well as the types of feedback that the chatbot provided. We
subsequently examined students” uptake of this feedback and improvements they made
to their essays.
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It has to be noted here that we solely investigated one specific text type, namely opin-
ion essays, which means the results might not necessarily be generalizable to other text
types. A further limitation is that we did not focus on students” prompt engineering (cf.
Ekin, 2023; Giray, 2023), which might have allowed us to discover what kind of prompts
lead to more effective, genre-specific feedback.

The results of our study point to a variety of ways in which Al feedback can comple-
ment feedback by human instructors. What is more, we were able to identify aspects of
language instruction that readily lend themselves to Al assistance, whereas in the con-
text of others, human instructors appear to be more reliable and achieve better results.

We see great potential for a collaborative approach to feedback involving both hu-
man instructors and Al assistants in the area of planning and developing lines of argu-
mentation. Our results show that Al feedback has proven rather beneficial in this con-
text: Al feedback assistants excel in this area because they provide clear and elaborate
explanations of complex aspects of writing such as faulty argumentation or ineffective
examples. Furthermore, we found that Al chatbots provide their feedback in clear and
coherent structures, often presented in lists of bullet points. Our results show that stu-
dents frequently improved their lines of argumentation upon receiving this type of Al-
generated feedback.

Al-generated feedback can also contribute to teacher well-being by helping instruc-
tors better manage their time and cognitive resources. While punctuation, for instance,
is a type of quick and uncomplicated correction, meaningful feedback on line of argu-
mentation and content requires extensive elaborations, which is time-consuming for in-
structors. This type of feedback can be outsourced to Al-feedback assistants and can thus
positively contribute to what we term teacher economy. By teacher economy, we under-
stand the instructors” dilemma of trying to navigate the line between managing their
own time and mental resources on the one hand, by, for example, resorting to abbrevia-
tions in marking, and providing students with explanations and elaborate guidance on
the other hand.

Teachers, either unconsciously or simply because of limited personal resources,
might at times fall short of providing this important type of feedback on more complex
semantic structures (cf. Guo & Wang, 2024). This is where we see potential for the incor-
poration of Al-generated advice into the iterative writing process: our data suggest that
Al-assistants such as Copilot can effectively provide this very type of sorely needed
feedback on inaccurate, faulty or otherwise flawed lines of argumentation while at the
same time fostering teacher well-being. This is in line with Guo and Wang (2024), who
found that ChatGPT generated larger amounts of feedback than human instructors.

While tutoring argumentation clearly represents a strength of Al assistants, we sug-
gest a cautious approach to delegating feedback on lines of argumentation to Al exclu-
sively. The reason for this is that an over-reliance on Al in education could have a neg-
ative impact on the development of critical thinking skills (Barrot, 2023). This is why our
study design included an outline that students produced without the help of Al and that
was corrected by human instructors.
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To avoid the deskilling of students with respect to the development of critical think-
ing and argumentation skills, we contend that, in the age of Al, one of the main reasons
why writing longer coherent texts is still taught to language students at different levels
is that the process of writing in and of itself fosters the development of critical thinking
skills. We might consequently pose the question of whether it is a sensible idea to out-
source the critical skill of assessing arguments to Al It could be argued that, in the fu-
ture, one of the most important areas within which we will rely on our critical thinking
skills is to evaluate and assess Al-generated content. Collectively, we might have to ask
ourselves: can we look to the very technology whose creations will often be in the focus
of our critical analysis to teach future generations critical thinking in the first place?

In order to foster accountability early in language students, it is imperative that in-
structors emphasize the development of metacognitive awareness, critical thinking
skills and metalinguistic awareness when dealing with AI chatbots. For instance, stu-
dents need to be able to identify feedback that is not suitable to the specifications pro-
vided in their assigned tasks or assess the appropriateness of changes suggested by Al
assistants. This type of double-checking requires active and critical engagement with the
chatbot, which makes a certain level of critical awareness an essential prerequisite on
the part of students. Provided that students have acquired basic critical thinking skills,
subsequent active engagement with Al assistants can facilitate the further development
of higher order critical thinking skills.

The need for the integration of the scaffolding of critical thinking skills ties in with
Zhao et al.’s (2024) call for the development of a novel form of Al literacy that encom-
passes several dimensions. This new type of Al literacy requires users to evaluate Al
output in ways that go beyond the technology’s current capacities, specifically in the
areas of pragmatics, safety, reflective understanding, socio-ethics, and contextual under-
standing (Zhao et al., 2024).

It is also crucial that instructors develop this new form of Al literacy in order to over-
see the development of both writing skills as well as critical thinking skills in language
students. The requirements for teachers in this context extend beyond mere knowledge
and understanding of Al literacy - they also need to stay in the feedback loop and be
able to educate their students about the limitations of current Al assistants.

To prevent pedagogically ineffective use of Al, such as ghostwriting, the iterative
design of our task led students to work with Al assistants in the roles of tutors and part-
ners (cf. Steinhoff, 2023). Since students were required to submit outlines and drafts,
they could not rely on generative Al to write the essays for them. Rather, they actively
engaged with the Al assistants in an iterative process of revising and editing their texts
(cf. Teng, 2024). We suggest that this way of integrating modern technologies could be
a promising avenue for writing instruction.

Generally, to support students in their critical engagement with Al feedback, teach-
ers need to provide scaffolding and guidance (Celik et al., 2022). To ensure that teachers
are capable of integrating generative Al in their teaching practices, it is indispensable
that existing teacher training programs be modernized and adapted accordingly to
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familiarize teachers with the potential of Al in language education (Dimitriadou & La-
nitis, 2023; Royce, 2025; Zhang et al., 2023).

To conclude, recent research in this field as well as the findings of this study indicate
that the future of writing instruction in ELT will be characterized by close collaboration
with Al assistants in different roles and in a variety of contexts. The challenges that
teachers and lecturers have been facing since the advent of LLMs at the end of 2021 are
merely harbingers of more fundamental issues in language and writing instruction as
well as education in general. For example, in the context of writing instruction, educa-
tors will likely have to ask themselves which genres will still need teaching in the future.
Similarly, they might have to revisit debates on authorship and plagiarism both in and
outside of the classroom.

In order to prepare teachers for imminent changes in the educational landscape, fu-
ture research will need to build on studies such as the present one and continue to assess
the vast and ever-growing potential of Al feedback assistants. The targeted and effective
allocation of specific tasks to Al feedback assistants is a first step. However, there is also
a need to further develop Al literacy and thereby to safeguard the development of stu-
dents’ critical thinking skills. Promising focal points for further research in this context
are effective and purposeful prompting in the writing classroom as well as the develop-
ment of students” ability to critically assess Al chatbots” responses and feedback.
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Appendix: Codes used solely for student-Al conversations

Student-Al con-

Codes versations

n

Student prompt 81
Summary & meta-structure 432
Praise & motivation 105
Al-generated text 80
Sentences and phrases 65
Full text or paragraph 15
Feedback on the process of writing 39
Phatic & organization of chat 36
Total 773
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